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Integrating Artificial Intelligence Into Citizens’ 
Assemblies: Benefits, Concerns and Future Pathways
Sammy McKinney

Interest in how Artificial Intelligence (AI) could be used within citizens’ assemblies (CAs) is emerging 
amongst scholars and practitioners alike. In this paper, I make four contributions at the intersection of 
these burgeoning fields. First, I propose an analytical framework to guide evaluations of the benefits and 
limitations of AI applications in CAs. Second, I map out eleven ways that AI, especially large language 
models (LLMs), could be used across a CAs full lifecycle. This introduces novel ideas for AI integration into 
the literature and synthesises existing proposals to provide the most detailed analytical breakdown of AI 
applications in CAs to date. Third, drawing on relevant literature, four key informant interviews, and the 
Global Assembly on the Ecological and Climate crisis as a case study, I apply my analytical framework to 
assess the desirability of each application. This provides insight into how AI could be deployed to address 
existing challenges facing CAs today as well as the concerns that arise with AI integration. Fourth, 
bringing my analyses together, I argue that AI integration into CAs brings the potential to enhance their 
democratic quality and institutional capacity, but realising this requires the deliberative community to 
proceed cautiously, effectively navigate challenging trade-offs, and mitigate important concerns that 
arise with AI integration. Ultimately, this paper provides a foundation that can guide future research 
concerning AI integration into CAs and other forms of democratic innovation.
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Introduction
Democratic innovations are novel processes that strengthen 
the role of lay citizens in governance processes through 
providing ‘opportunities for deliberation, participation and 
influence’ (Elstub & Escobar 2019: 11). Citizens’ Assemblies 
(CAs) – (quasi)randomly selected groups of citizens 
brought together to learn about, deliberate on, and reach 
recommendations on political issues – are a prominent kind 
of democratic innovation that shows promise in grappling 
with complex governance questions whilst promoting 
democratic renewal. Resultingly, they are increasingly in 
the public eye, and subject to ongoing academic research.

Artificial Intelligence (AI) is also increasingly in the 
public eye, particularly following the release of OpenAI’s 
large language model (LLM) ChatGPT. Artificial Intelligence 
has a complex relationship with democracy: whilst it can 
threaten democratic legitimacy (Danaher 2016) and erode 
the citizenry’s access to reliable knowledge (Coeckelbergh 
2022), it can also improve the policy cycle (Craglia, 
Hradec & Trousaard 2020) and enable mass deliberation 
(Landemore 2022).

Widespread interest in the role that AI could play in 
CAs is emerging amongst scholars (e.g., Landemore 2022) 

and practitioners (e.g., Devine 2023) alike. This paper 
responds to this increasing interest through making four 
contributions at the intersections of these burgeoning 
fields.

First, I propose an analytical framework to guide 
evaluations of the benefits and limitations of AI 
applications in CAs. Second, I map out eleven ways that 
AI could be used across a CAs full lifecycle. This introduces 
novel ideas for integrating AI into CAs and synthesises 
existing proposals to provide the most detailed analytical 
breakdown of AI applications in CAs to date. These 
applications are summarised below in Table 1.

Third, drawing on relevant literature, four key informant 
interviews, and the Global Assembly on the Ecological 
and Climate crisis as a case study, I apply my analytical 
framework to assess the benefits and limitations of each 
application. Fourth, I bring my critical analysis together 
to argue that AI integration into CAs brings the potential 
to enhance their democratic quality and institutional 
capacity. Realising this, however, requires the deliberative 
community to effectively navigate challenging trade-
offs and mitigate important concerns that arise with AI 
integration. A key trade-off is deploying AI in ways that 
can improve the institutional capacity of CAs without 
undermining their democratic quality; and important 
concerns may include bias, ‘hallucinations’, limited 
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transparency, and excessive machine influence. Proceeding 
with caution, deploying AI in hybrid formats, and taking 
measures to mitigate concerns are essential steps for 
meeting these challenges and promoting a positive future 
for tech-enhanced CAs.

This paper proceeds in seven steps. First, I outline my 
methodology. Second, I provide an overview of relevant 
literature on CAs and AI. Third, I propose an analytical 
framework for assessing the desirability of integrating 
AI applications into CAs. Fourth, I introduce a call to 
caution concerning AI integration into CAs by exploring 
the concerns of AI bias, hallucination, and excessive 
machine influence. Fifth, I apply my analytical framework 
to eleven different AI applications spanning the entire 
lifecycle of CAs, providing an analytical breakdown of how 
AI, especially LLMs, can be used in CAs and an analysis of 
the benefits and limitations of each application. Sixth, I 
bring my analyses together to reflect on the overarching 
democratic and institutional implications of AI integration. 
Seven, I consider how my findings generalise beyond CAs 
to other kinds of democratic innovation and identify areas 
for future research.

Methodology
There were three key dimensions to my methodological 
approach. First, I conducted ‘key informant’ interviews: 
detailed conversations with individuals possessing expert 
knowledge on a specific topic (Taylor & Blake 2015: 
153). My four key informants were Kelly McBride, Yago 
Bermejo, Claire Mellier, and Johnny Stormonth-Darling. 
These practitioners have collective experience designing 
and implementing CAs at national, transnational, and 
global levels (appendix A provides an overview of their 
experience).

Key informant interviews were selected because they 
can provide high quality and novel insight on a topic in 
a short timeframe (Taylor & Blake 2015). Specifically, my 
key informants’ experience in designing and delivering 
CAs means they are well situated to identify the extent 
to which AI applications can address certain real-world 
challenges facing CAs today.

Second, the Global Assembly on the Climate and 
Ecological crisis (henceforth Global Assembly) is used as a 
case study throughout. This was selected for three reasons: 
global deliberation is a ‘frontier’ in deliberative democracy 
research (Dryzek 2012); a recent evaluation of the Global 

Assembly provided rich insights to build on (Curato et al. 
2023); and three of my key informants were involved in 
the Global Assembly’s design and implementation.

Third, combining this case study, qualitative data from 
my key informant interviews, and other relevant literature, 
I conducted applied normative theorising surrounding 
how AI could be integrated into CAs, and the implications 
of doing so. This approach follows what Chambers 
(2022) conceptualises as ‘critical applied theory’ and 
‘applied constructive theory’: I critically evaluated existing 
approaches to CAs, and constructively proposed ways of 
improving them, in light of normative theory.

Citizens’ Assemblies and Artificial Intelligence
Citizens’ Assemblies are a type of deliberative mini-public. 
Whilst there is not one accepted definition of deliberative 
mini-publics, Ryan and Smith (2014: 20) propose that they 
must be constituted by an ‘inclusive and representative 
sub-group of an affected population’ and engage 
in ‘structured deliberation enabled by independent 
facilitation’. The first condition concerns who participates: 
deliberative mini-publics are composed of diverse citizens 
representing a cross-section of those affected by the issue 
at stake. Recruitment strategies for achieving this vary, 
but it often occurs through combining random selection 
with stratification according to socio-demographic and 
attitudinal criteria (Gąsiorowska 2023: 5). The second 
condition concerns how participants engage with the 
topic of interest: through facilitated deliberations. 
Deliberation is a specific form of communication that 
‘involves weighing and reflecting on preferences, values, 
and interests regarding matters of common concern’ 
(Bächtiger et al. 2018: 2). It places emphasis on listening 
openly and sharing public reasons (reasons that others 
can plausibly accept) (MacKenzie 2018: 253).

CAs tend to include 99–150 participants, last several 
weekends, and create a recommendation on the topic 
at issue (Setälä & Smith 2018: 301). Generally, CAs have 
five key phases (Escobar & Elstub 2017: 4–5), which I have 
broken down in Table 2. These phases make up what I 
refer to as the ‘lifecycle’ of CAs.1

CAs are grounded in the theory of deliberative 
democracy. Deliberative democracy is rooted in the ideal 
of equal citizens respectfully reasoning together on 
issues of common concern, and through that reasoning 
formulating policies that affect their lives (Bächtinger 

Table 1: Overview of Eleven Possible AI Applications in CAs.

Recruitment and Planning Learning Deliberation/Decision-Making Follow-up

•	 Clustering input to sup-
port agenda setting

•	 Simplifying and summa-
rising learning materials

•	 Assisting with question 
generation

•	 Acting as question-and-
answer systems

•	 Facilitation
•	 Measuring deliberative 

quality
•	 Playing devil’s advocate
•	 Aggregating across delib-

erations
•	 Generating consensus state-

ments

•	 Communicating out-
put with the public

•	 Translation
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et al. 2018: 2). CAs seek to create conditions that are 
conducive to realising this ideal and, as such, are one of 
the most active research areas within deliberative theory 
and practice.

Like CAs, AI also lacks a shared definition (Wang 2019). 
Despite this, it has been suggested that definitions often 
overlap in viewing AI as ‘agents (programs running on 
computer systems) that can learn, adapt, and deploy 
themselves successfully in dynamic and uncertain 
environments’ (Miailhe & Hodes 2017: 3). Machine 
learning algorithms, for example, use statistical methods 
to learn correlations in datasets that enable them to 
predict real-world outcomes.

An important development in AI has concerned large 
language models (LLMs), such as ChatGPT. LLMs are deep 
neural networks that use huge corpuses of training data 
to generate novel textual output through predicting the 
likelihood of the next token, typically a word. LLMs can 
serve various functions, such as summarisation (Zhang 
et al. 2023), translation (Lyu et al. 2023), and identifying 
agreement amongst diverse perspectives (Bakker et al. 
2022). Notably, however, there are several concerns 
surrounding AI systems, including LLMs, such as bias 
(e.g., Bender et al. 2021), privacy (e.g., Tucker 2018), and 
transparency (e.g., von Eschenbach 2021).

There is a growing body of research at the intersection 
of AI and democratic innovations. Stanford’s Deliberative 
Democracy lab is experimenting with online deliberation 
that uses AI facilitation (Fishkin et al. 2018). It has been 
found that artificial facilitators can enhance interactions 
in online deliberation (Wyss & Beste 2017), but that 
they lack the ability to justify their behaviour and 
may be problematically imposed by experts (Alnemr 
2020). Small et al. (2023) explore the way LLMs could 
be integrated into Polis, such as to identify topics, 
summarise content and generate consensus statements. 
Polis is an open-source crowdsourcing platform that takes 
large amounts of public input on a topic and, through 
machine learning algorithms, clusters viewpoints. The 
computational democracy project (2023) has surveyed 
how Polis could be integrated into CAs, proposing 
that it could be used to democratise agenda-setting 
and to distribute deliberations to the wider public. 
Furthermore, Landemore (2022) proposes different ways 
AI could be integrated into deliberative mini-publics, 
including for translation, facilitation, fact-checking, and 

clustering viewpoints. She argues that this could support 
deliberation at mass scale.

Building on this research, this paper aims to advance 
our understanding of AI integration into democratic 
innovations, especially CAs. It does so by: (a) proposing 
an analytical framework for evaluating AI integration 
into CAs and (b) providing a detailed map and analysis 
of how AI, especially LLMs, could be deployed within 
CAs throughout their lifecycle. I explore how my findings 
generalise beyond CAs to other kinds of democratic 
innovations in the penultimate section.

An Analytical Framework
Smith (2009) provides an analytical framework for 
assessing democratic innovations. This framework 
identifies democratic and institutional ‘goods’: virtues that 
are relevant to the democratic quality and institutional 
effectiveness of CAs. I propose that assessing whether AI 
applications promote rather than hinder these democratic 
and institutional goods is key to a robust critical analysis 
of the desirability of integrating AI into CAs. Democratic 
goods are important because CAs are democratic 
processes, meaning the effects AI integration has on their 
democratic quality is normatively significant. Institutional 
goods are important because if we focus exclusively on 
whether AI integration promotes democratic ideals, then 
we fail to consider what AI integration means for the real-
world institutionalisation and effectiveness of CAs.

Adapting Smith’s (2009) framework, I propose four 
democratic goods and two institutional goods for 
consideration, broken down in Table 3:

This framework provides a guide for assessing the 
desirability of integrating AI into CAs according to the two 
crucial dimensions of democratic quality and institutional 
capacity.2 Of course, AI applications do not need to 
promote all these goods to be deemed desirable. Rather, 
this framework provides a way to identify the benefits and 
limitations of a given AI application, which is instructive 
for judging their desirability.

A Call to Caution: Bias, Hallucinations, and 
Excessive Machine Influence
Before mapping and analysing specific AI applications in 
CAs, I would like to introduce a call to caution. I display the 
importance of proceeding cautiously through exploring 
three important concerns surrounding the integration of 

Table 2: Five Key Phases of Citizens’ Assemblies.

Phase What happens?

Recruitment and planning The organisers of the assembly plan the process and a representative cross-section of the affected 
population are recruited through a process of stratified random selection.

Learning Participants learn about the topic through engaging with learning materials and relevant speakers, 
such as experts, stakeholders, and activists.

Deliberation Supported by facilitators, participants deliberate on the topic by listening to others and 
exchanging public reasons.

Decision-making Through group consensus or voting, the assembly formalises their recommendations.

Follow-up The outcomes of the CA are shared with relevant actors, such as legislatures and the wider public.
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AI into CAs: bias, ‘hallucinations’, and excessive machine 
influence. These concerns, as I show with reference to my 
analytical framework, affect the democratic quality of CAs 
and are therefore crucial to address.

If biases are present in an AI system’s training data, they 
are sustained in the model’s output (e.g., Bender et al. 
2021). Artificial intelligence bias can refer to AI systems 
leading to disparate treatment between individuals or 
groups without a reasonable justification for such a 
disparity (Kordzadeh & Ghasemaghaei 2022: 388). This 
has been seen in relation to, for example, race (e.g., 
Benjamin 2019) and gender (e.g., Leavy 2018). Alongside 
disparities in treatment, AI bias can also take the form of AI 
systems having certain political leanings, such as left-wing 
biases (Hartmann et al. 2023). To apply my framework, 
AI creating disparities in treatment between groups in 
a process would undermine inclusion, and AI favouring 
certain worldviews would lead to an unbalanced provision 
of knowledge, undermining considered judgement.

A second issue is so-called hallucinations in AI systems. 
Hallucinations refer to AI systems generating incorrect 
information through ‘making things up when they don’t 
know something’ (Small et al. 2023: 6). The capacity of 
AI systems to hallucinate has been identified in various 
applications, such as in translation (Guerreiro et al. 2023). 
Such information errors would undermine the ability of 
participants to reach considered judgement.

To lessen concerns of bias and hallucination, the designers 
of AI systems can ‘fine-tune’ AI models to improve their 
performance, such as on specialised datasets (e.g., de 
Vassimon Manela et al. 2021). Furthermore, there needs to 
be relevant human oversight, or a ‘human-in-the loop’, to 
review, verify, and add nuance to AI generated content. This 
human-in-the-loop approach was highlighted repeatedly 
by the interviewees of Bermejo and Stormonth-Darling as 
being essential for addressing biases and hallucinations 
when deploying AI in CAs, and research has also stressed its 
importance (e.g., Fayyad 2023). As such, maintaining human 
oversight and conducting model fine-tuning are important 
steps for mitigating concerns of bias and hallucination.

A third issue with AI integration is ensuring that AI is not 
deployed in ways that gives too much influence to AI systems 

over human deliberations. As Small et al. (2023: 16) ask: ‘How 
much machine influence is acceptable in a process which 
ultimately aims to surface human opinions?’ Underpinning 
this concern is the issue of popular control: AI systems 
should not be deployed in ways that undermine the ability 
of citizens themselves to shape and ultimately determine 
the outcomes of CAs. Instead, AI integration should be used 
to empower and support human participation, rather than 
replace it. As such, there should always be opportunities for 
humans to verify, contextualise and critically engage with AI 
generated material, thereby ensuring human deliberators 
are responsible for the CA’s output.

Scoping out these three concerns highlights the 
importance of proceeding cautiously with AI integration 
into CAs: if sufficient safeguards are not put in place, AI 
integration could significantly damage public perceptions 
of CAs and undermine their democratic quality. The 
deliberative community must be attentive to concerns that 
arise with AI integration, aware of steps that can be taken to 
mitigate them and carefully weigh up whether the risks and 
shortcomings are worth bearing. In what follows, I explore 
specific AI applications, noting when concerns like these 
arise and highlighting how they may be alleviated.

Mapping and Analysing AI applications in CAs
I will now map out and analyse eleven AI applications 
across the full lifecycle of CAs. I focus predominantly 
on applications that deploy LLMs due to their recent 
advancement and ability to execute a wide range of 
tasks.3 I take state-of-the-art LLMs like OpenAI’s GPT-4 
or Anthropic’s Claude as the object of analysis. I start by 
discussing AI translation, since this application can be 
used across the entire lifecycle of CAs. I then consider LLM 
applications across four key phases of CAs: planning and 
recruitment, learning, deliberation, and follow-up.

Translation
Translation is essential to many CAs, particularly those 
at the transnational level, to allow participants to 
converse across linguistic divides. In the Global Assembly 
a consecutive translation approach was used where 
speakers would pause to give translators time to translate. 

Table 3: Democratic and Institutional Goods: An Analytical Framework for Assessing AI applications in CAs.

Democratic Goods

Inclusiveness Does the AI application promote the equal inclusion of those whose interests are affected by 
the topic at hand?

Popular Control Does the AI application promote the ability of participants and the wider public to have 
policy impact and exercise control over the decision-making process?

Considered Judgement Does the AI application support participants in reaching ‘thoughtful and reflective 
judgements’ (Smith 2009: 24)?

Transparency Does the AI application promote the ability of participants and the wider public to 
understand the process, such as how citizen perspectives are aggregated?

Institutional Goods

Efficiency Does the AI application reduce the economic and social costs of CAs?

Scalability Does the AI application promote higher levels of citizen participation and the scalability of 
CAs to transnational levels?
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This approach to translation in the Global Assembly faced 
several issues, such as insufficient capacity to translate 
certain learning materials (Global Assembly Team 2022: 
83); unequal quality of translation across participants 
(Curato et al. 2023: 102–103); and translators not having 
the time to translate nuance, stories, and relevant context 
(Ibid). For these reasons, Curato et al. (2023: 111) suggest 
that the use of digital tools for live-time translation should 
be explored for future global assemblies.

AI translation can offer four main benefits to CAs. 
First, it can operate in live time, unlike the consecutive 
translation of the Global Assembly, giving participants 
more time to deliberate and reach considered judgement. 
Second, it is more practical and less expensive than 
hiring ‘an army of translators’, the cost of which can be 
‘rather prohibitive’ (Landemore 2022: 29). As such, AI 
translation can increase the efficiency of CAs by lowering 
the cost of translation. Third, due to the importance of 
translation to transnational and global level CAs, AI 
translation could increase the scalability of CAs. Fourth, AI 
translation could enable a transition from English being 
the exchange language of global deliberative processes. 
This would increase inclusiveness: using English as the 
Global Assembly’s exchange language created inequalities 
because English speakers had easier access to information 
(Global Assembly Team 2022: 174).

However, there are two important concerns surrounding 
AI translation. First, whilst AI translation is good for high-
resource languages – languages with rich data resources 
available, like English – they are not as effective at 
translating low-resource languages (Hendy et al. 2023). The 
vast majority of languages in the world are low or extremely 
low resource (Huang et al. 2023: 2). The discrepancy in 
translation quality between high-resource and low-resource 
languages is the result of some languages having higher 
quality training data for AI systems than others (Nicholas 
& Bhatia 2023: 6). This discrepancy would exacerbate 
inequalities within CAs: speakers of the world’s high-
resource languages will receive higher quality translation 
compared to speakers of low-resource languages. So, whilst 
AI systems may be deployed to address Anglocentrism in 
CAs, their deployment could exacerbate it.

The second shortcoming concerns political translation 
(Doerr 2018). Political translation occurs when third party 
actors attempt to address inequalities in deliberative 
settings by advocating for disadvantaged groups. During 
multilingual deliberations, political translation often 
entails translating between participants in a way that 
contextualises background inequalities, rather than 
providing a literal translation of speech. For Curato et 
al. (2023: 111), such political translation is important 
for empowering the disadvantaged, therefore promoting 
inclusiveness. However, AI systems cannot be expected 
to perform effective political translation (Landemore 
2022: 29). As such, AI translation would not promote 
more inclusive deliberations as human-enabled political 
translation.

Given these shortcomings, caution is required with 
AI translation and a nuanced hybrid approach to AI 
translation is required to promote its benefits whilst 

mitigating its risks. It will be particularly important to 
use human translation when low-resource language or 
political translation are required during multilingual 
deliberations. However, AI translation could still be useful 
throughout the CA lifecycle to translate materials, such as 
learning documents, invitation letters, and social media 
posts, which could then be verified and nuanced by 
humans. This hybrid approach would enable AI translation 
to promote the efficiency and scalability of CAs without 
undermining the inclusiveness of deliberations.

Planning and recruitment
Democratising agenda-setting
During planning, the practitioners responsible for 
designing and delivering CAs create an overview of what 
the CA is going to look like. One important aspect of 
planning concerns the role that the wider public should 
play a part in agenda-setting. It is well established in social 
science that agenda-setting influences outcomes. The 
framing of the Global Assembly, for example, potentially 
skewed the agenda towards thinking about climate 
change mitigation, opposed to adaptation, which may 
have benefitted the better off (Curato et al. 2023: 66). 
For reasons like this, scholars have called for increased 
democratisation over the agenda-setting of CAs (Ibid).

The Computational Democracy Project (2023) proposes 
that Polis could be used to support democratised agenda-
setting in two ways. First, the public can give input on 
what issues they would like a CA to address. Second, once 
a topic is decided, the public can help frame the issue 
by giving their perspective on the topic, allowing for the 
identification of key agreements, disagreements, and 
perspectives across the citizenry. For both applications, 
LLMs could cluster citizens’ contributions into a digestible 
format, enabling mass input to be effectively analysed. As 
such, agenda-setting power is distributed to the citizenry, 
or ‘maxi-public’, increasing popular control and inclusion.

However, an important concern with this application 
is that political participation across a range of processes 
is ‘strongly positively correlated with income, wealth 
and education’ (Smith 2009: 14). So, channelling AI to 
democratise agenda-setting may result in outcomes that 
favour privileged groups, without truly deepening popular 
control and inclusion. This highlights the importance 
of incentivising wide participation in AI-supported 
crowdsourcing efforts, such as through effective 
communication (Aitamurto & Landemore 2015: 9).

Learning
Presenting information in accessible formats
It is essential for CAs to not just ensure that diverse 
sources of information are presented to participants, 
but also that this information is presented in diverse 
formats (Curato et al. 2021: 80). This is because it helps 
promote more effective learning and accommodates 
neurodivergence, promoting considered judgement and 
inclusion. This is why, for example, deliberative processes 
have used simplified language to support participants 
with learning disabilities (Scottish Learning Disabilities 
Observatory 2021).
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Here are two ways LLMs could be useful for presenting 
information in accessible formats:

•	 Simplification. LLMs can take complex human 
language and simplify it. Feng et al. (2023) found 
that LLMs were as effective as human annotators in 
simplifying sentences.

•	 Summarisation. LLMs are increasingly effective at 
performing summarisation tasks. For example, they 
can be as effective as humans at summarising news 
(Zhang 2023). This suggests LLMs could be used to 
provide summaries in the learning phase, for example 
by summarising the key points from an information 
booklet or speaker presentation.

Using LLMs to present information in accessible formats 
was met with positive responses by the interviewees. 
Mellier mentioned that, as it stands, the knowledge 
provision within most CAs is problematic because it does 
not cater to diverse learning styles. Bermejo, furthermore, 
highlighted that experts often struggle to present 
information in ways that are digestible to lay citizens. 
Using LLMs for simplification and summarisation could 
be helpful in addressing this.

However, biases and hallucinations are an issue for LLM 
summarisations, meaning that human oversight will be 
essential to mitigate these concerns (Small et al. 2023: 13). 
With this necessary precaution, using LLMs to simplify and 
summarise the key points presented by experts could be 
valuable to promoting inclusiveness, through presenting 
information in accessible ways, and promoting considered 
judgement, through supporting more effective learning.

Assisting with question generation
It is important that participants do not just learn from 
speakers, but that they can also challenge and critique 
them. However, empowering participants to do this 
can be difficult. In the Global Assembly, for example, 
an unequal power dynamic between participants and 
speakers arose, with many participants feeling like they 
were pupils in an environment akin to a school (Curato 
et al. 2023: 70). To address this, LLMs could assist 
participants in generating ideas for how to challenge 
speakers. To exemplify:

It is important that LLM generated questions are verified 
by assembly staff and that they only play an assistive role: 
they should provide content for participants to critically 
engage with and build on, thereby empowering, rather 
than replacing, participants when asking questions. Taking 

these precautions, using LLMs to assist with question 
generation could promote considered judgment in CAs by 
deepening interactions with speakers.

‘On tap’ information sources
A third application to consider is using LLMs as ‘on 
tap’ (Sprain et al. 2014) sources of information for 
participants. This means that LLMs could be available at 
any time to support participant learning through acting 
as question-and-answer systems when relevant experts 
are not present. McBride mentioned that it is difficult for 
CAs to get responses to questions in a ‘timely and effective 
manner’. This was a notable problem for the Global 
Assembly: participants could not robustly scrutinize the 
evidence presented because witnesses were not always 
there to directly engage in dialogue (Curato et al. 2023: 
76). So, using LLMs as ‘on tap’ sources of information, 
Mellier suggested, could have been helpful to address this.

However, using AI as an ‘on tap’ information source 
is an especially high-risk application. This is because it 
is particularly susceptible to undermining considered 
judgement: AI bias could undermine a balanced provision 
of knowledge and hallucinations could lead to information 
errors. Of course, ‘experts have biases and blind spots’, too 
(Curato et al. 2021: 74). However, as Stormonth-Darling 
and Bermejo suggested, we could not trust LLMs to play 
key roles in knowledge provision without model fine-
tuning and relevant human oversight to verify and nuance 
AI generated content.

As an additional precaution beyond fine-tuning and 
human oversight, critical engagement sessions could be 
integrated into the CAs schedule (Carson 2017). These 
would inform participants on how to critically engage with 
AI generated material, such as familiarising them with the 
issues of AI bias and hallucination. Taking these steps, 
using LLMs as ‘on tap’ information sources could promote 
the institutional capacity of CAs whilst maintaining 
considered judgement, but caution is essential.

Deliberation
AI facilitation
The state-of-the-art for AI facilitation in deliberative 
contexts is an artificial facilitator that has been integrated 
into Stanford’s Online Deliberation Platform (Fishkin et al. 
2018). This artificial facilitator can perform several functions, 
such as promoting equitable speaking time, detecting toxic 
behaviour, and identifying stalls in conversations.

AI facilitation may be desirable because human 
facilitators are often biased, and AI facilitation could 
provide a more consistent and impartial experience 
(Landemore 2022: 28). However, the key virtue of AI 
facilitation is arguagly that it can scale deliberative 
processes. For example, Stanford’s artificial facilitator 
enabled 2,069 small groups to deliberate (Chang et al. 
2023: 7). Without the platform, the process would have 
required over 500 human moderators operating across 19 
languages, which would be logistically challenging and 
expensive (Chang et al. 2023: 8). This suggests that AI 
facilitation may be essential for deliberation at scale.
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However, facilitation is more akin to a craft than a rigid 
discipline (Escobar 2019: 182). Facilitators operate in 
dynamic environments that require them to be attuned to 
subtleties in communication, such as body language, tone 
of voice, and cultural sensitivities. They must be trusted 
as ‘honest brokers’ (Escobar 2019: 184) and they play an 
essential role in ensuring all individuals feel comfortable 
contributing to deliberations. Facilitators can promote 
this, for example, through deploying humour (Hewer et 
al. 2019). Furthermore, facilitators should be sensitive to 
inequalities in the group and can play an important role 
in their mitigation (Asenbaum 2016). In transnational 
deliberations, for example, facilitators should be attentive 
to ‘the multiplicity of knowledge, forms of communication, 
inequalities, deliberative traditions, and individual/
communal types of political engagement present in a 
transnational setting’ (Curato et al. 2023: 80). Arguably, 
this ability of facilitators to be sensitive to nuances in 
communication, to foster trust and group cohesion, and to 
mitigate inequalities is an importantly human craft that AI 
systems cannot mirror. AI facilitation may then undermine 
inclusion through not being sensitive to inequalities and 
considered judgement through struggling to promote 
robust deliberations. Resultingly, as McBride and Bermejo 
stressed, AI facilitation will not be as effective as human 
facilitation.

Given these shortcomings, whilst AI facilitation may 
enhance scalability, it could significantly undermine the 
democratic quality of CAs. To navigate this tension, there 
are important hybrid models to consider. First, AI could 
facilitate some groups in CAs, whilst humans facilitate 
others, and the groups could be regularly rotated between 
them. This could improve the institutional capacity of CAs 
without incurring as high a cost to democratic quality as 
full AI facilitation would.

Second, human facilitators could be supported by an AI 
system. Whilst this would not bring the scalability benefits 
that AI facilitation would bring, it carries the potential 
to increase the quality of deliberation and promote 
considered judgement. Mellier, for example, suggested 
that AI could spot patterns in deliberations that a human 
may miss. Here, live-time deliberative analysis and other 
proposed applications discussed below could be used to 
prompt human facilitators, thereby providing a hybrid 
form of facilitation.

Measuring deliberative quality
As Landemore (2022: 31) proposes, AI systems could 
be used to measure the quality of deliberation in live-
time. Mellier suggested that such an application would 
have been ‘invaluable’ for the Global Assembly. Live-time 
deliberative analysis could be achieved through training 
an AI system on existing measures of deliberative quality. 
For example, LLMs could monitor whether contributions 
promote or hinder deliberative quality following 
a Deliberative Transformative Moments approach 
(Jaramillo & Steiner 2014). This real-time feedback would 
be available to facilitators who could use it to deepen 
deliberations and address deliberative shortcomings 

as they arise, promoting inclusion and considered 
judgment.

Devil’s advocate
LLMs could sharpen the quality of a CA’s output 
through playing devil’s advocate. As Mellier mentioned, 
it is possible within deliberations that ‘groupthink’ and 
uncritical consensus can emerge. To address this, LLMs 
could produce objections that are integrated into the 
assembly to test the emerging consensus and thereby 
promote considered judgement. This role of devil’s 
advocate is sometimes played by humans to good effect 
(Roberts & Escobar 2015: 86).

This role of devil’s advocate entails risk, such as 
potentially pushing specific perspectives on participants, 
and therefore requires caution. An important principle to 
guide this application, suggested by McBride, is that the 
AI generated content should be framed as open-ended 
questions to ensure that it does not push participants 
in certain directions. To exemplify how this application 
could function, consider the following:

Aggregating across deliberations
Currently within CAs, assembly staff summarise 
deliberations and synthesise these summaries into one 
aggregated output reflecting the perspective of the entire 
assembly. However, this approach encounters an issue 
of scale: it is very challenging for humans to synthesise 
vast amounts of input. For example, the Global Assembly 
coupled with local level climate assemblies to open their 
process to wider public input. However, they could not 
develop a mechanism to ‘aggregate the qualitative findings 
from the many Community Assemblies’ (Global Assembly 
Team 2022: 203). This highlights the difficulty that CAs 
face in aggregating insights across many deliberation 
groups.

Here, LLMs could be useful: unlike humans, they can 
take large amounts of qualitative data to cluster viewpoints 
in a way that identifies key perspective, agreements, and 
disagreements. Polis is exploring using LLMs to perform 
this function in synthesising mass input (Small et al. 
2023). This aggregation function is particularly important 
for promoting scalability because it could enable more 
people to participate in deliberation whilst still ensuring 
meaningful synthesis of their perspectives.

However, this application must be approached critically: 
the act of synthesising input is essential to deliberative 
processes because it is ‘literally the mechanism by which 
meaning is made’ (Small et al. 2023: 11). One important 
concern is AI systems generating errors or introducing 
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biases through the aggregation process. An additional 
issue, raised by McBride, surrounds transparency 
within an AI driven aggregation process. When humans 
perform these roles, they can display their workings on 
whiteboards or spreadsheets in front of participants, 
allowing participants to oversee the aggregation process. 
However, the way LLMs perform this role would be less 
intelligible to citizens, undermining transparency.

To mitigate these concerns, AI aggregation systems 
must be fine-tuned and retain human oversight. Human 
oversight can be achieved through always presenting the 
AI generated aggregations back to participants for them 
to comment on and correct (Small et al. 2023: 13). These 
precautions would increase the accuracy and transparency 
of AI aggregation.

Generating Consensus Statements
LLMs could be used to propose high-potential ideas 
in CAs (Landemore 2022: 32), such as consensus 
statements. LLMs have already shown the ability to 
propose statements that can garner consensus in a 
group containing diverse viewpoints (Bakker et al. 2022). 
This means that LLMs could support participants to find 
common ground and resolve conflicts more quickly. This 
is important because limited time is a recurring issue for 
CAs. At the Global Assembly, for example, participants 
did not have the time to deeply explore the implications 
of some proposals (Curato et al. 2023: 78). Plausibly, 
using LLMs to generate consensus statement could speed 
up the deliberation process whilst identifying high-
potential ideas for consideration, therefore increasing 
efficiency, and considered judgement.

However, problematic content generation is an 
important concern. As Landemore (2022: 32–33) asks: 
‘what if the AI… helps spread populist wildfires rather 
than reasonable consensus?’ To guard against this, human 
oversight from assembly staff will be important: they 
could check the statements prior to integrating them into 
the assembly to prevent harmful ideas spreading.

A second important concern was voiced by McBride: 
‘at what point does the AI become a participant?’. 
This highlights the important concern of AI systems 
having too much influence in human deliberations and 
thereby undermining popular control. To address this, 
any machine generated idea must be subject to critical 
deliberation amongst participants, rather than being 
uncritically accepted, to ensure the output is determined 
by the citizens themselves.

Follow-Up
Supporting effective communication
LLMs could assist in supporting effective communication 
with the wider public during the follow-up phase. As 
suggested by Mellier, LLMs could enable a move beyond 
a one-size-fits-all approach to communication to one that 
is tailored to different groups. For example, LLMs could 
generate different versions of text to appeal to different 
audiences, such as based on age or political leanings. To 
exemplify:

Using LLMs to support effective communication with 
the maxi-public is important for sharing information 
about CAs efficiently at scale and for promoting their 
transparency and impact. However, due to biases and 
hallucinations, AI generated content would need to be 
verified and refined by humans.

Bringing it all Together: The Democratic and 
Institutional Implications of AI Integration
In deploying my framework, the eleven AI applications 
discussed have been analysed according to their impact on 
the democratic and institutional quality of CAs. So, what 
does this critical analysis tell us about the democratic and 
institutional implications of AI integration into CAs?

We have seen that whilst there are ways AI applications can 
enhance the democratic goods of inclusiveness, considered 
judgement, popular control, and transparency in CAs, 
there are also ways they can undermine these goods. This 
highlights that if AI integration is to enhance the democratic 
quality of CAs, steps must be taken to mitigate the ways AI 
applications can undermine democratic goods. To reflect 
this, I highlighted necessary precautions to be taken when 
such concerns arise. For example, we should fine-tune AI 
models and keep relevant humans-in-the-loop to mitigate 
bias and hallucination undermining considered judgement.

Furthermore, AI applications, notably translation, 
facilitation, and aggregation, could significantly enhance 
the institutional capacity of CAs. On this, my analysis 
aligns with Landemore (2022), who argues that these 
applications are promising for scaling deliberation. 
However, it was also found that these applications bring 
important concerns for democratic quality. For example, 
fully automated AI facilitation is unlikely to be as 
effective as a skilled human facilitator in performing the 
craft of facilitation, raising doubts about the capacity of 
AI facilitation to promote inclusiveness and considered 
judgement within deliberations.

This means that if AI integration is to serve robust 
democratic and institutional ends, the deliberative 
community will have to navigate these challenging trade-
offs. To do so, hybrid possibilities for AI translation and AI 
facilitation should be explored whereby the institutional 
capacity of CAs could be advanced without incurring a high 
cost to democratic quality. For example, human translation 
can be used for low-resource and political translation 
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during deliberations, and AI translation with human 
oversight can be used at other points in the CA lifecycle. 
This hybrid approach could promote institutional capacity 
whilst maintaining democratic quality. This suggests 
that, if the deliberative community engages with these 
challenging trade-offs and takes steps to mitigate concerns 
that arise with AI integration, AI integration could enhance 
the democratic and institutional potential of CAs.

Beyond CAs
Whilst I have focused on CAs due to their increasing 
prominence, there is some direct transferability in my 
findings between CAs and other forms of democratic 
innovation, like participatory budgeting and digital 
engagement processes. For example, LLMs could plausibly 
be used to support translation, summarisation, and the 
identification of consensus in all of these processes. 
Furthermore, the concerns I have explored, including 
bias, hallucinations, and excessive machine influence, will 
also apply to AI deployment in other forms of democratic 
innovation. This means that if AI integration is to promote 
the democratic and institutional capacity of other modes 
of democratic innovation we must also proceed cautiously 
and take steps to mitigate these concerns.

However, other forms of democratic innovations will 
also benefit from AI applications specific to their needs. 
For example, digital engagement processes could use LLMs 
for comment routing (Small et al. 2023). This is the process 
of determining which comments should be displayed to 
participants to yield greater insights and engagement. 
Participatory budgeting could explore, for example, using 
LLMs to support analyses of the trade-offs in budget 
proposals. So, whilst there is some transferability between 
the discussed applications in CAs to other democratic 
innovations, different processes have their own needs, 
and this will often warrant adapted or specialised AI 
applications. As such, future research will benefit from 
exploring and critically analysing the AI applications most 
appropriate to other forms of democratic innovations.

Conclusion
This paper aimed to advance our understanding of how 
AI can be integrated into CAs and the democratic and 
institutional implications of doing so. It has provided an 
analytical framework for assessing AI integration into CAs 
and offered a breakdown and analysis of eleven different 
AI applications. It was argued that AI integration into CAs 
can enhance their democratic quality and institutional 
capacity, but that there are important trade-offs to 
navigate and concerns to mitigate if AI integration is to 
serve robust democratic and institutional ends. As such, 
whilst it will be exciting to see interested actors experiment 
with AI integration in CAs and other forms of democratic 
innovation, we must remember to proceed with caution.

One unexplored issue of high significance is the 
political economy underpinning the AI tools integrated 
into democratic innovations. Whether these AI tools 
are provided through public or private ownership will 
affect how stakeholders, including citizens, practitioners, 

and commissioners, perceive AI integration. Ownership 
structures will also affect incentives surrounding profit-
making and the sharing of best practice, thereby affecting 
dynamics of commercialisation in CAs.

A related issue concerns ethics. It will be particularly 
important to assess the privacy implications of AI 
integration into democratic innovations, and evaluate 
how ethical data governance principles, such as informed 
consent and data anonymisation, can be applied within 
democratic innovations to uphold the privacy of citizens. 
Since ownership structures are likely to affect the data 
governance approach, such issues could be explored in 
tandem. This future research would help chart a path 
towards a political economy for AI integration into 
democratic innovations that serves the public interest.

Appendix A – Overview of Key Informants

Notes
 1 CAs tend to be stand alone, non-institutionalised 

processes. However, some CAs take on permanent 
models, such as the Ostbelgien model. These permanent 
models iteratively go through this ‘lifecycle’.

 2 A third necessary dimension for assessing the 
desirability of AI integration into democratic 
innovations concerns ethics: namely, can AI be 
integrated in an ethical manner? There are many 
important ethical dimensions for consideration, such 
as privacy, bias, and accountability. Here, I focus on 
the democratic and institutional implications of AI 
integration, leaving further ethical considerations to 
future research.

 3 Whilst LLMs could play a key role in all of the 
applications I discuss, two of the more complex 
applications – AI translation and AI facilitation – may 
benefit from deploying other AI tools as well, such as 
neural machine translation and speech-time tracking 
respectfully.

Name Experience

Kelly McBride Deliberative democracy lead at TPXImpact. 
She was the co-lead designer and facilitator 
for Scotland’s Climate Assembly.

Yago Bermejo Founder of Deliberativa. He is a world 
leader in transnational deliberation and 
was involved in both the Future of Europe 
Conference and the Global Assembly on 
the Climate and Ecological Crisis.

Claire Mellier Knowledge and Practice lead at Iswe 
Foundation and an experienced facilitator 
of deliberation. She was the co-initiator of 
the Global Assembly on the Climate and 
Ecological Crisis.

Johnny 
Stormonth-
Darling

Programme Manager of Citizens’ 
Assemblies at the Iswe Foundation. He was 
involved as the note-taker coordinator and 
hosting coordinator in the Global Assembly 
on the Climate and Ecological Crisis and 
co-led the authoring of its report.
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